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Abstract


Unmanned spacecraft are key to gathering information about the universe in inexpensive, low-risk ways.  Critical to the success of remote sensing satellites is accurate attitude determination and control.  One method of attitude determination that is relatively inexpensive, but has relatively little flight history is the use of Global Positioning System (GPS) satellites.  To determine integer phase differences between GPS receivers, this paper will use a variation of integer search:  an arrangement of three receivers in a line and two GPS satellites in view.  The next step to attitude determination is the minimization of the loss function.  Several methods already explored include linear least-squares, and the Attitude-Lean-Loping-Estimator using GPS Recursive Operations (ALLEGRO) algorithm.  The Gauss-Newton and Gauss-Newton-Levenberg-Marquardt methods are used and compared to these two methods.  The Gauss-Newton and Gauss-Newton-Levenberg-Marquardt both prove to be inferior to these methods in accuracy and computational demand.  The reasons for this include the simple receiver orientation, the use of only two GPS satellites, errors created by attempting to minimize a matrix using an algorithm designed for vectors, and the use of a constant in the Gauss-Newton-Levenberg-Marquardt method to avoid singularities.  It is superior to these methods in the fact that it requires a single set of fractional phase differences between receivers to determine the spacecraft attitude and requires no convergence time.

Introduction


Attitude determination using GPS signals involves using multiple receivers on a satellite and determining total phase differences in a signal from one receiver to another.  The line connecting these two receivers is called the baseline.  Since the satellite is thousands of kilometers away from the GPS satellite, it can be assumed that the signals reaching the receivers are parallel as shown in figure 1 (Application of Vectorized Attitude Determination Using Global Positioning Signals).  
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[image: image2]
Figure 1:  Baseline orientation with respect to GPS signal

(Application of Vectorized Attitude Determination Using Global Positioning Signals)


The relationship between the angle at which the baseline is oriented and the phase difference in signal between the two receivers can be expressed as
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In which 
[image: image4.wmf]b

 is the baseline length in wavelengths, 
[image: image5.wmf]q

 is the angle between a sightline to the GPS satellite, 
[image: image6.wmf]l

 is the wavelength of the GPS signal, 
[image: image7.wmf]f

D

 is the fractional phase difference between the two receivers, and 
[image: image8.wmf]n

 is the integer phase difference (number of full wavelengths) between the two receivers (Application of Vectorized Attitude Determination Using Global Positioning Signals).


The idea is that if the unit sightline vectors from the spacecraft to at least two GPS satellites in an inertial frame are known, the fractional phase difference between receivers are measured, and the receiver arrangement on the satellite is known, the baseline can essentially be mapped onto the sightline using a transformation matrix from the inertial coordinate frame to the body coordinate frame as shown in figure 2 (Global Positioning System:  Theory and Applications Volume II):

[image: image9]
Figure 2:  Mapping the baseline onto a sightline vector

(Global Positioning System:  Theory and Applications Volume II)


By examination, it can be seen that the equation describing this process is:
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In which 
[image: image11.wmf]A

 is the transformation matrix from the inertial coordinate frame to the body coordinate frame, 
[image: image12.wmf]s

ˆ

 is the unit sightline vector, and 
[image: image13.wmf]v

 is white Gaussian noise (Global Positioning System:  Theory and Applications Volume II).


The first step in determining attitude using GPS signals is to account for the integer phase difference between receivers that is not measured by them.  There are several methods for accomplishing this.  The first method is motion-based resolution.  Based on the change in phase between receivers over several seconds to several minutes, depending on the rate of change of the satellite’s attitude, the integer phase difference is determined and tracked by the attitude determination software.  Although fairly computationally efficient, it requires an initialization period every time the attitude determination and control system (ADCS) module is shut down and additional code to track and adjust the integer phase difference as the satellite moves (Global Positioning System:  Theory and Applications Volume II).  

The second method is the integer search method.  Essentially, all possible orientations of the satellite for the given phase differences are worked through to determine which orientation is the best match.  This method is computationally demanding and time-consuming for large spacecraft in which several orientations are possible for a given phase difference (Global Positioning System:  Theory and Applications Volume II).


A third method for integer resolution is to use several baselines of various sizes.  The integer phase difference for small baselines is easily determined and this knowledge allows for the resolution of larger baselines until all baselines have been resolved.  This method is unattractive as it requires additional hardware, more complex software, and is computationally inefficient (Global Positioning System:  Theory and Applications Volume II).

A fourth method for integer resolution is the use of dual-frequency receivers.  By measuring two phase differences between the two receivers, the integer phase difference for both frequencies can be determined.  Although computationally efficient, it requires more complicated and expensive hardware (Global Positioning System:  Theory and Applications Volume II).


Once the integer phase difference is accounted for, the error between the measured phase difference and that calculated from the transformation matrix must be minimized.  The GPS loss function is defined as:
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In which 
[image: image15.wmf]m

 is the total number of baselines, 
[image: image16.wmf]n

 is the total number of sightlines, and 
[image: image17.wmf]s

 is the standard deviation of the GPS signal in wavelengths (Efficient and Optimal Attitude Determination Using Recursive Global Positioning System Signal Operations).

There are several methods that have been used to minimize the loss function.  Perhaps the most obvious is the linear least squares method.  Although simple in concept, it uses motion-based integer resolution incorporated into the algorithm.  It also possesses the problem that it diverges for poor initial guesses.  The altered loss function is shown below:
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For which l is the epoch and Al is the attitude matrix at that epoch (Global Positioning System:  Theory and Applications Volume II).

A second method that has been tried and tested is the use of a predictive filter in an algorithm called ALLEGRO (Attitude-Lean-Loping-Estimator using GPS Recursive Operations).  Although possessing the advantages that it is non-iterative and always converges with a minimum number of baselines and sightlines (either two baselines and three sightlines or three baselines and two sightlines), it does not incorporate an integer resolution method, but assumes the integer portion is compensated for.  The loss function for this algorithm is:
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For which 
[image: image20.wmf]y

~

 is the measurement vector at a given time, 
[image: image21.wmf]y

ˆ

 is the estimate, 
[image: image22.wmf]R

 is a weighting matrix, 
[image: image23.wmf]d

 is an error matrix, and 
[image: image24.wmf]W

 is a second weighting matrix (Efficient and Optimal Attitude Determination Using Recursive Global Positioning System Signal Operations).

This paper will explore a method of non-motion-based integer resolution and an algorithm for determining a spacecraft attitude using a minimum number of receivers.  Gauss-Newton and Gauss-Newton-Levenberg-Marquardt iterations are then used for attitude determination.  
Experimental Methods


Simulink is used to generate orbital data for the two GPS satellites and orbital and attitude data for the spacecraft of interest.  The satellites possess the following characteristics:
	Satellite
	Altitude (km)
	Inclination (deg)
	Right Ascension of the Ascending Node (deg)
	Argument of Perigee (deg)
	Eccentricity

	GPS 1
	22200
	55
	0
	0
	0

	GPS 2
	22200
	55
	60
	0
	0

	Spacecraft
	560
	35
	0
	0
	0


Table 1:  Satellite characteristics
	Inertia Tensor
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	Initial Attitude
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	Initial Rates
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Table 2:  Spacecraft characteristics
	Frequency
	1575.42 MHz

	Wavelength
	0.1903 m

	Standard deviation
	0.026 wavelengths


Table 3:  GPS signal attributes

Attitude and orbital data is generated by integrating the two-body equation of motion and Euler’s moment equations using an ode5 (Dormand-Prince) integration scheme with a fixed time step of one second and a simulation time of one hour.  Orbital perturbations and disturbance torques are neglected for simplicity:
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For which 
[image: image29.wmf]R
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 is the acceleration, 
[image: image30.wmf]m

 is the earth’s gravitational parameter, 
[image: image31.wmf]R

 is the position vector, and 
[image: image32.wmf]R

 is the magnitude of the position vector.
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For which 
[image: image36.wmf]x

w

&

 is the rotational acceleration of the spacecraft about the x axis, 
[image: image37.wmf]x

w

 is the rotational rate about the x axis, and 
[image: image38.wmf]x

I

 is the moment of inertia about the x axis.


The orbital propagator performs calculations in the PQW coordinate frame.  The local orbital frame will be the quasi-inertial coordinate frame used for calculations:


[image: image39]
Figure 3:  Local orbital coordinate frame

For this coordinate frame, x is defined as the direction of satellite motion, y the orbit normal, and z completes a right-handed coordinate frame.


To rotate the position vectors into the local orbital frame, the vectors will first be rotated into the IJK coordinate frame using the following transformation matrix:
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For which 
[image: image41.wmf]W

 is the right ascension of the ascending node, 
[image: image42.wmf]w

 is the argument of perigee, and 
[image: image43.wmf]i

 is the inclination (Sellers).  The vector is then rotated into the local orbital coordinate frame using the following transformation matrix:
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For which
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In which 
[image: image48.wmf]R

is the satellite’s position vector in earth-centered inertial coordinates and 
[image: image49.wmf]V

is the satellite’s velocity vector in earth-centered inertial coordinates (Hashida).


For integer resolution, a variation of the integer-search method is developed which uses a linear arrangement of three receivers two and three wavelengths apart:


[image: image50]
Figure 4:  Arrangement of three receivers

With two GPS satellites in view, the integer phase difference is always resolvable.  With an arrangement of eight receivers, and the guarantee that at least four GPS satellites are in view (although, only two are used) the satellite’s attitude can be resolved at any orientation:
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Figure 5:  Complete receiver arrangement

[image: image52.png]AN





Figure 6:  Body coordinate frame and receiver labeling


To determine the phase difference between the receivers and the GPS satellites which will be used to test the Gauss-Newton (GN) and Gauss-Newton-Levenberg-Marquardt (GNLM) iterations, the receivers’ locations in the body frame must be rotated into the local orbital frame.  The receiver locations as shown above in the body coordinate frame and units of wavelengths are:
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 EMBED Equation.3  [image: image54.wmf]ú
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 EMBED Equation.3  [image: image59.wmf]ú

ú

ú

û

ù

ê

ê

ê

ë

é

-

-

-

=

5

.

2

7678

.

1

7678

.

1

7

rec



 EMBED Equation.3  [image: image60.wmf]ú
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(11.1-11.8)
The transformation matrix from the local orbital to the body frame, calculated from attitude data generated in Simulink is:
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(12)
Taking the transpose of this matrix will provide the transformation matrix from the body frame to the local orbital (Steyn).

Adding the transformed receiver vectors to the spacecraft’s and subtracting this vector from the GPS position vector yields the vector from the receiver to the GPS satellite.  Taking the magnitude of this vector, the fractional part can be separated, Gaussian noise can be added, and it is ready to be used in the simulation.

For simplicity, only receivers three through five are used with the two GPS satellites.  To determine the integer phase differences for each of the baselines, all possible orientations for each baseline are calculated.  These are compared and the orientation that matches across all three baselines is the correct orientation (with noise, the orientations that are within a given tolerance of each other, 0.1 wavelengths in this case, are assumed to be the same.  


The GN and GNLM methods follow the following algorithm:
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For which 
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 is the error for the vector 
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 the elements of which are being estimated, 
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 is the weighting matrix, 
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 is the calculated head, and 
[image: image67.wmf]obs

H

 is the measurement 
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 (Gauss-Newton-Levenberg-Marquardt Method).  Since it is a transformation matrix that needs to be estimated, not a vector, the vector 
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 for this case is defined as:
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For this algorithm,
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and
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 (different from
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) is defined as
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With
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For which 
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 is the iteration number and 
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 using Gaussian elimination or decomposition methods.  The algorithms described in this paper use Gaussian elimination methods (Gauss-Newton-Levenberg-Marquardt Method).

Once 
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 is found, the vector is rearranged back into the 3x3 matrix form and the new error is calculated.  If this error is within a specified value of the error for
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 is calculated and the iteration is performed again.  This is the GN method (Gauss-Newton-Levenberg-Marquardt Method).


Occasionally, there are cases for which 
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.  To prevent this singularity from happening, an additional term is added to the calculation of the next vector:
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For which 
[image: image85.wmf]l

 is a constant and 
[image: image86.wmf]I

 is a 9x9 identity matrix.  Including this term yields the GNLM method (Gauss-Newton-Levenberg-Marquardt Method).


To determine the value of 
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 that should be used, 0.001 is used initially.  If  
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 (Gauss-Newton-Levenberg-Marquardt Method).
If 
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For this particular case:
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Following equation 17 yields:
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These equations are plugged into equation 19 and programmed into Matlab.  Once the algorithm has converged sufficiently, the quaternions may be calculated from the resulting transformation matrix and compared to the known values:
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(Steyn)

Results and Discussion


The GN and GNLM iterations seem to be good choices for error minimization in this case because the algorithms are designed for the minimization of squared terms.  The iterations also always converge regardless of initial guesses (Hagan).  Actual experimental data suggests GN and GNLM methods are not the best choices:
	Initial Guess
	# Iterations
	Method
	% Error

	Identity matrix
	100
	GNLM
	94.34

	Identity matrix
	100
	GN
	217.88

	Actual
	100
	GNLM
	468.47

	Actual
	100
	GN
	26.15

	Actual
	10
	GN
	243.82


Table 4:  Experimental results


The problem with the GN and GNLM methods as they are is that they are designed to be used to determine a vector of unknown values.  The GPS loss function requires estimation of a 3x3 matrix.  To make the algorithm work for a matrix, the matrix is converted into a vector for the iteration then back to a matrix for the error calculations.  This inevitably leads to problems.
Another source of error is the use of a term in the GNLM method to prevent singularities.  A constant is added to the transformation matrix if the error exceeds that of the previously calculated matrix.  This creates inaccuracies as some terms in the transformation matrix may be extremely accurate.  The addition of a constant prevents convergence of all terms.

A third source of error is the arrangement of the receivers.  The arrangement is made for simplicity in determining the integer phase difference between receivers, however, more accurate results can be achieved if the receivers are not all in the same plane as the GPS satellite.


A fourth source of error is the use of only the minimum number of sightlines.  For simplicity in programming, the GN/GNLM program is hard-coded for three baselines in a linear arrangement and two sightlines.  The hardware tests of the ALLEGRO algorithm involved the use of four to six GPS satellites for the duration of the test.  The more baseline-sightline combinations, the more accurate the final result is.  By comparison, actual hardware tests of the ALLEGRO algorithm yielded results that converged to within about a degree of the actual value within a few seconds of initialization (Efficient and Optimal Attitude Determination Using Recursive Global Positioning System Signal Operations).

In addition to being inaccurate when used to estimate matrices, the GN and GNLM methods are iterative, requiring a significant number of iterations for convergence.  Other methods require less time and fewer calculations to converge.  The ALLEGRO algorithm, for instance, requires a single series of calculations since it is non-iterative (Efficient and Optimal Attitude Determination Using Recursive Global Positioning System Signal Operations).
Conclusions


The GN and GNLM algorithms work well for parameters that can be vectorized.  For parameters that cannot easily be vectorized, the algorithms do not work well.  The programs would have to be altered somewhat to accommodate the minimization of a matrix.  

Although not sensitive to initial guesses and able to converge even with poor initial guesses, the GN and GNLM algorithms are sensitive to measurement errors.  Poor measurement knowledge may lead to the algorithm not converging.


It is important to know whether or not an algorithm could result in singularities or not.  Using a constant to prevent singularities significantly decreases the accuracy of the final result if no singularities occurred.  Knowing this is difficult and makes the algorithm unattractive for such uses as this.

The data examined does not take into account shadowing, multipathing, multiphasing, or time delays in signal relay to the computer.  The conditions examined are near-ideal and yet produced poor results.  Including such real-world sources of error as those listed above will result in more significant errors.  GN and GNLM methods in their current form are not advisable to be used for attitude determination.
Recommendations


It may be possible to adapt GNLM and GN for matrix error minimization.  This will most likely involve the use of a matrix for the singularity avoidance constant instead of a single number and finding a better method for determining how to compare matrices (compare individual elements, the matrices overall, or a combination of both).

It would also be beneficial to find a way to incorporate the integer resolution algorithm into the error minimization algorithm.  This would require less code, less time, and make the entire algorithm better able to handle phase measurements that are difficult to resolve.

If it is not possible or not desirable to adjust the GN and GNLM methods for use in this regard, another method for minimizing the loss function must be found.  Incorporating integer resolution into the ALLEGRO algorithm may be a good alternative as the algorithm has already been proven to work.
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